Published in IEEE Transactions on Parallel and Distributed Systems (Volume: 35, Issue: 11, November 2024)

Efficient Cross-Cloud Partial Reduce With CREW

Shouxi Luo, Renyi Wang, Ke Li, Huanlai Xing

Abstract—By allowing p out of n workers to conduct all reduce
operations among them for a round of synchronization, partial
reduce, a promising partially-asynchronous variant of all reduce,
has shown its power in alleviating the impacts of stragglers for
iterative distributed machine learning (DML). Current partial
reduce solutions are mainly designed for intra-cluster DML, in
which workers are networked with high-bandwidth LAN links.
Yet no prior work has looked into the problem of how to achieve
efficient partial reduce for cross-clond DML, where inter-worker
connections are with scarcely-available capacities. To fill the
gap, in this paper, we propose CREW, a flexible and efficient
implementation of partial reduce for cross-cloud DML. At the
high level, CREW is built upon the novel design of employing
all active workers along with their internal connection capacities
to execute the involved communication and computation tasks;
and at the low level, CREW employs a suite of algorithms to
distribute the tasks among workers in a load-balanced way,
and deals with possible outages of workers/connections, and
bandwidth contention. Detailed performance studies confirm
that, CREW not only shortens the execution of each partial
reduce operation, outperforming existing communication schemes
such as PS, Ring, TOPOADOPT, and BLINK greatly, but also
significantly accelerates the training of large models, up to 15x
and 9%, respectively, when compared with the all-to-all direct
communication scheme and original partial reduce design.

Index Terms—Partial reduce, flow scheduling, cloud computing

I. INTRODUCTION

In today’s artificial intelligence (AI) powered world, geo-
distributed machine learning (Geo-DML) systems, which pro-
vide the ability to learn models from massive data across the
globe, have become essential infrastructure for the design,
development, and deployment of large-scale Al services [1-3].
For these systems, recent studies show that performing model
synchronizations across wide-area networks (WANSs) could
dominate the time cost of the entire training; thus, optimizing
the involved communication becomes the key to improving
the efficiency of Geo-DML training [3].

Similar to the case of intra-datacenter distributed training,
the synchronization of models involved in Geo-DML can be
carried out using the collective operations of all- or partial-
reduce, depending on the training algorithm designs [4].
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Partial reduce is a recently proposed variant of all reduce
which supports partially-asynchronous training: by allowing
p out of n workers to conduct all reduce operations among
them for a round of synchronization, it is able to ease the im-
pacts of stragglers with a slowed-yet-controllable convergence
speed, thus promising for data-parallel distributed training in
heterogeneous environments [4]. Several recent works have
studied how to achieve efficient partial reduce in the context
of intra-datacenter distributed training [4-7]. However, none of
them has looked into the problem of applying partial reduce
for Geo-DML. Then, an interesting and important question is:
how could we achieve efficient partial reduce for data-parallel
distributed training in the context of Geo-DML, where workers
are networked with heterogeneous WAN connections?

Basically, based on whether the hosting servers of workers
belong to the same cloud provider or not, modern Geo-DML
applications can be roughly classified into two types, namely
intra-cloud and inter-cloud (or cross-cloud, alternatively) Geo-
DMLs, respectively. In the former case, training workers are
located at multiple geo-distributed datacenters belonging to
the same owner; accordingly, the inter-datacenter WANS are
likely visible or manageable to the cloud owner and follow
specific topologies. Several recent works have reported such
applications [8—11]. And in the latter case, hosting servers
are generally spread over multiple clouds, among which the
WAN is likely to be operated by independent Internet Service
Providers (ISP), out of the control of endpoints. Typical
examples include that: 1) an enterprise has hosted its data and
applications on multiple clouds respecting various purposes,
thus its distributed data processing and machine learning tasks
are conducted across multiple clouds [12]; 2) different compa-
nies or organizations hosted on various clouds cooperatively
train the same model with the technique of cross-silo federated
learning, a specific type of Geo-DML [13].

Following the latter case, in this paper, we focus on the goal
of achieving flexible and efficient partial reduce for cross-
cloud Geo-DML, where the inter-worker overlay network can
be abstracted out as a complete graph (i.e., full-mesh). Despite
this full-mesh structure of the inter-worker topology could
greatly simplify the relationship between workers, designing
an efficient and flexible solution is still quite challenging,
due to the following facts. Firstly, just like the case of intra-
cloud Geo-DML [2, 10], inter-worker connections in cross-
cloud Geo-DML are with scarce and heterogeneous avail-
able capacities. Moreover, because of the possible outage of
WANS [14, 15], some workers or their connections might be
unavailable for a while during the training, making 1) the
execution of ongoing cross-cloud partial reduce failure, and
2) the inter-worker topology incomplete over a period of time.

To address the above challenges, we propose CREW, a
flexible and efficient partial reduce implementation that builds
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upon the design of “weighted sCatter, controlled REduce
computation, and Way-back multicast” to pursue the goal.
Compared with existing solutions, the power of CREW stems
from its novel workflow designs: as the involved computation
of reduce is generally not computationally intensive, instead
of employing only the p selected workers, CREW lever-
ages all the n available workers to conduct the operations
needed by a partial reduce in a bandwidth-aware way (via
“scatter=reduce=multicast”; see $III for details), thus can
make efficient usage of all the abundant inter-cloud WAN
connections. Moreover, to deal with the possible outages of
workers and WAN connections during the training, CREW
employs novel algorithms to dynamically compute substitute
execution plans to bypass these unavailable workers or bro-
ken connections. Detailed performance studies confirm that
CREW outperforms existing solutions and is able to deal with
possible link or node outages, properly (workers and nodes are
used interchangeably in this paper).
In summary, we mainly make three contributions:

« CREW, an execution workflow that is able to achieve
efficient partial reduce for cross-cloud distributed training
by making efficient usage of all available workers and
their inter-cloud WAN connections (§III).

o A suite of algorithms that enable CREW to execute
partial reduce tasks in a bandwidth-aware way, robust to
worker/connection outages, and efficient for the schedule
of concurrent triggered flows, during the training (§1V).

« Extensive studies showcase the efficiency and effective-
ness of CREW. It could accelerate the execution of a
single partial reduce operation up to dozens of times
compared to existing communication schemes like PS,
Ring, TOPOADOPT, and BLINK, and achieve up to
12 — 15X and 8 — 9% speedups compared to the all-to-all
direct communication scheme and original partial reduce
design, respectively, for iterative model training (§V).

Aims of CREW. As one type of hyper-parameter, recent
studies have shown that, a smaller value of p for partial
reduce enables the training to iterate faster in the existence
of stragglers, with the cost of slowed convergence speed [4].
As the end-to-end training performance (e.g., the total time
the trained model takes to reach a targeted test accuracy)
depends both on the number of training rounds and the
time costs of each iteration, in practice, the best value of
p varies across workloads and automatic hyper-parameter
tuning is needed [4, 16]. Motivated by these facts, the focus
of this paper is to design a generic and robust execution
scheme (i.e., CREW) that could provide cross-cloud training
workers the ability to achieve partial reduce more efficiently.
Essentially, the power of CREW stems from the design of
letting workers distribute the involved communication and
computations among all active workers in a bandwidth-aware
manner. For small models, the time cost of a partial reduce
operation is dominated by the latency of WAN links thus the
benefits of CREW are limited and trivial in that case; to be
fast, workers can disseminate their local updates to all others
via direct all-to-all communication, or by using the controller
of partial reduce as the parameter server [17, 18]. However,

nowadays, large-scale models are becoming more and more
popular: deep learning models could involve up to hundreds of
billions of parameters [17, 19], yielding bulk transfers for the
synchronization of their model updates over WAN links. As a
result, the wall time needed for model synchronization would
increase and the significance of communication optimization
also increases. CREW is mainly designed for these scenarios.
The rest of this paper is organized as follows. We first
overview the related background and motivation in Section II,
then sketch the design of CREW in Section III. After that,
the detailed algorithm designs and performance studies follow
in Sections IV and V, respectively. Finally, we discuss related
works in Section VI and conclude the paper in Section VII.

II. BACKGROUND AND MOTIVATION

Before looking into the details of algorithm designs, in
this section, we first overview the backgrounds of cross-
cloud DML (§II-A) and partial reduce (§11-B), which motivate
the design of CREW, then discuss the corresponding design
challenges (§II-C).

A. Cross-Cloud DML

At the early stage of the development of machine learning,
the training data is generally collected into a central train-
ing cluster located in a private or public cloud for model
training. And to accelerate the training, various distributed
training frameworks like Parameter Server (PS) [17, 18, 20],
Adam [21], Ako [22], Horovod [23], Malt [24], DDP [25],
together with abundant parallelism schemes [4, 7, 17, 18, 23,
26, 27], are proposed. In these systems, the training workers
generally have homogeneous capacities and are networked
with high-bandwidth intra-datacenter links; thus, such a type
of training can be named intra-datacenter distributed machine
learning. Regarding that large quantities of data are gener-
ated in a geo-distributed manner and are prohibited from
centralized in many cases, across/inter-datacenter DML has
become inevitable [2, 28]. Compared with intra-datacenter
distributed training, the connections between workers in the
context of inter-datacenter training are WAN links with scarce
and expensive capacities. To deal with this, a new form of
geo-distributed distributed machine learning is proposed. For
example, Cano et al [28] systematically study and present
the results of logistic regression models to demonstrate the
effectiveness of a geo-distributed approach combined with
communication-parsimonious algorithms. Gaia [2] dynami-
cally eliminates insignificant and unnecessary model update
information to efficiently utilize the scarce and heterogeneous
WAN bandwidth, without specializing the ML algorithms.

Indeed, based on whether the involved datacenters are
owned by the same cloud provider or not, geo-distributed
inter-datacenter DML can be roughly classified into two cate-
gories, namely intra-cloud and inter-cloud (or cross-cloud), re-
spectively. Following this, the aforementioned intra-datacenter
DML belongs to the intra-cloud case as well; [8—11] are
examples. And the typical cross-silo federated learning [13]
and multi-cloud machine learning [12] are typical inter-cloud
DML examples. As reported by [29, 30], cross-silo federated
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learning has actual applications across various domains like
smart healthcare, smart retail, credit risk control, and anti-
money laundering. In this paper, we focus on optimizing the
data transmissions involved in cross-cloud DML.

B. Partial Reduce

The synchronization mechanism of all reduce is very pop-
ular in modern DML, which has various implementations
in practice, including the naive direct peer-to-peer broadcast
(i.e., all-to-all), rings (e.g., BaiduRing [31], Horovod [23]),
trees (e.g., Two-tree [32], MultiTree [33], MTREE [34]), and
others (e.g., Butterfly Mixing [35], Recursive Halving and
Doubling [36]). In these all reduce schemes, all workers are
forced to participate in each round of model synchronization,
leading to two performance issues. Firstly, they might yield
non-trivial burst traffic loads; taking the peer-to-peer broadcast
based schemes as an example, n workers would trigger as
much as O(n*) messages to conduct a round of all reduce.
Secondly, as all workers are involved in each round, they
are unable to deal with possible stragglers properly, resulting
in significantly-downgraded performance in that case. Fortu-
nately, recent studies show both theoretically and empirically
that, a lot of iterative DML algorithms are able to tolerate
incomplete model synchronization, leading to a novel general-
ization of all reduce, namely partial reduce. By allowing only
a portion rather than all workers to conduct a synchronization,
partial reduce could not only reduce the amount of traffic
but also tolerate possible stragglers, with controllable relaxed
synchronization for distributed training [4-6, 24, 26, 27, 37].

Regarding the level of consistency, current partial reduce
schemes can be roughly classified into three types. 1) Different
parts of the aggregated model on a worker are computed from
(updated by) different sets of training datasets and participating
workers would get distinct (mixed) model versions (e.g.,
Combo [6]). 2) Different parts of the aggregated model on
a worker are computed from (updated by) the same set of
training datasets, but different participating workers still hold
diverse model versions (e.g., Malt [24], Orpheus [5], SelM-
cast [26], EagerSGD [7]). 3) Different parts of the aggregated
model on a worker are computed from (updated by) the same
set of training datasets, and workers participating in the same
partial reduce to obtain the same model after synchronization
(e.g., Prague [27], P-Reduce [4]). Basically, the first two types
of designs achieve weak consistency, with the possible benefits
that involved traffic would be reduced and balanced among
workers, and asynchronous communication is allowed. While
the third one achieves the strongest consistency, to do so, a
group of workers must synchronize their model parameters or
gradients completely and accurately, in a synchronous manner.
Despite that Combo [6] has proven the convergence ability
of convex models under weak-consistent partial reduce, it
is still unknown whether this ability is still kept or not for
the abundant non-convex deep neural network models. In
practice, the quality of a deep model is determined by a lot of
hyper-parameters; thus, trial-and-error approaches are widely
employed in the development of new models [16]. To limit
the possible side effect of partial reduce on the distributed
training, we argue that strong consistency is necessary.

Currently, there are two typical solutions following the
third type of consistency design, namely Prague [27] and P-
Reduce [4], powered by two distinct design decisions. On
one hand, in Prague, workers are split into partial reduce
groups without regard to their training states; hence, once
there is a straggler in a group, all other early completed
workers in the same group would get blocked by it. P-Reduce
overcomes this issue by explicitly (only) selecting workers
that are already ready to join partial reduce operations. On
the other, Prague provides no control on the scale of partial
reduce, while in P-Reduce, there is a tunable parameter for this
purpose (saying p for instance). Recent studies have already
shown that, larger partial reduce scales generally yield fewer
rounds of training to converge, at the cost of increased time
cost for each round [4]. For the optimization of the total
run time, the best value of p depends on both the training
workloads and network status. Thus, to provide a flexible yet
convergence-guaranteed partial reduce service for inter-cloud
DML tasks, CREW follows the design of P-Reduce [4] and
provides strong consistency for Geo-DML.

C. Design Challenges

To achieve efficient partial reduce for cross-cloud data-
parallel DML, the following challenges must be addressed.

Abundant bandwidth-limited WAN connections. First of all,
in the context of cross-cloud training, the connections between
different workers are generally with limited available band-
width. Nevertheless, the capacities of different connections are
generally independent, and thus the network between workers
can be abstracted out as a full mesh. To achieve fast partial
reduce, the proposed scheme must be able to make use of all
the available connections, despite that each of them is only
with limited available bandwidth.

Task-aware flow scheduling. Secondly, when there is more
than one flow from a worker to the same another one, they
will compete for the available bandwidth following the default
principle of per-flow fairness. However, a lot of prior studies
have shown that such a default fair-sharing bandwidth allo-
cation at the level of per-flow generally leads to performance
far from optimal at the level of task (or entire application),
and task-aware flow scheduling is a promising fix [38]. Thus,
a flow scheduling scheme that could achieve efficient flows
respecting the goal of optimizing the progress of partial reduce
is needed by the solution.

Network outage. Last but not least, due to various reasons [14,
15], the inter-cloud WANs might suffer from network outages,
making a worker unavailable to some or all other workers for
a certain period during the training. Such an issue would lead
to node or link failures during the model synchronization and
is more likely to happen when the scale of training is large.
To be practical, the proposed solution must be able to deal
with these issues properly.

III. CREW OVERVIEW

CREW provides partial reduce semantics to workers by
leveraging all active workers along with their available WAN
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Fig. 1: CREW Architecture.

connections to execute the needed communication and com-
putation operations for each partial reduce task. To conduct
consistent and bandwidth-aware partial reduce, as Figure 1
shows, CREW involves a logical controller, which maintains
a global view of the entire network and could make smart
decisions. Basically, workers establish long-lived connections
with the controller to report the states of their WAN con-
nections and training progress (e.g., being ready for partial
reduce). Based on these, the controller decides which group
of workers to execute a partial reduce along with what the best
execution plan is, and replies. In practice, workers are ready
for synchronization one after another; given a configurable
parameter of p, like [4], the CREW controller maintains a
queue to record which workers are ready for partial reduce,
and would pop them out (denoted by P) to do so once the
number of workers in the queue reaches p. Once any workers
report the loss of connections to other workers, the controller
also recomputes the execution scheme to avoid the usage of
these broken connections or unavailable workers, and notifies
the new scheme to involved workers immediately.

As Figure 2 shows, the workflow to execute a partial
reduce mainly involves three phases, namely weighted scat-
ter, controlled reduce computation, and way-back multicast,
respectively. Consider that the training system is made up
of n workers, labeled 1, 2, ---, n, forming the set of N.
Based on the characteristics of inter-cloud WAN connections,
CREW abstracts the inter-worker WAN as a fully connected
graph G, in which, the directed connection from worker i to
worker j is with the available bandwidth of b; ; for partial
reduce; because of the presence of coexisting traffic, b; ; is
probably unequal to b;;. For ease of description, given a
worker i, we let its b;; be a large value thus it would not
be the bottleneck. To make full use of the processing capacity
of all workers and all the available bandwidth, when each
worker completes its local training, saying i for instance, it first
serializes its model parameters W; into numbered chunks with
a fixed size, and groups them into n non-overlapping blocks
(.e., Wil, S, Wl.] ,+ -, W) for synchronization, respecting the
model splitting schemes given by the controller. Then, the j-th
block Wi’ will be scattered to worker j. Note that, the scatter of
W will not trigger network transmissions since the destination
and the source are the same. On getting these blocks, the
receiver caches them first and conducts the reduce computation
when getting notifications from the controller.

Following these designs, for each partial reduce task, work-
ers in CREW have two types of roles, namely initiator and
aggregator, respectively. Here, initiator means that this worker
is one of the p workers that have initiated/triggered this round
of partial reduce; and aggregator means that this worker
contributes to the reduce computation of this task. Let P denote
the set of p workers that initiate this round of partial reduce.
Obviously, by default, for a partial reduce, all workers in its
P would work as both initiators and aggregators at the same
time, while all other workers would only work as aggregators
(Exceptions occur in the case of network outages and refer to
§IV-B for details). When a worker gets the configuration of P
from the controller, it would aggregate the specified p blocks
whose sender IDs are exactly corresponding to P (Figure 2b),
or later in case that some blocks are not obtained yet. Then, the
aggregation result would be multicasted back to the p workers
in P once the computation is done (Figure 2c).

To release the full power of the above designs, however, the
following problems must be addressed carefully.

1) How to split the model into blocks to maximize the

usage of the available bandwidth?

2) How to deal with possible network outages?

3) How to schedule concurrent transfers for accelerating

the completion of synchronization?

CREW overcomes them with novel algorithms and the
design details follow in the next section. Despite that CREW
relies on a logical controller by design, the job of the controller
is minimal, i.e., 1) computing a default scatter plan based on
the network status for all workers, 2) dynamically calculat-
ing the optimized partial reduce education plan for ready
workers once their number reaches p, and 3) dynamically
picking replacement workers for failover. In the process, the
controller only needs to exchange small-sized control and
heartbeat messages with workers. Accordingly, the controller
is less likely to become the performance bottleneck. Even if
the control messages are delivered with delays, as we will
explain in Section IV-A, CREW supports non-blocking scatter
designs, thus the impacts of such delays are also non-trivial.
Moreover, if the number of workers is huge, a promising
solution is to execute the synchronization hierarchically rather
than conducting flat model synchronizations. How to use
CREW for such scenarios is an interesting future direction.

IV. CREW ALGORITHMS
Now, we explain the algorithm details of CREW.

A. Bandwidth-aware Block Generation

1) Workload splitting for ready workers: In CREW, each
worker has direct (logical) WAN connections to all others and
it employs all workers to execute the operations involved by
each partial reduce. Consider the case that workers need to
perform partial reduce for a group of workers P. Intuitively,
each worker in P should split its model parameters in the pro-
portion of its up- and down- link bandwidths to others for the
best usage of the corresponding WAN connections’ capacities.
However, if each worker only considers the bandwidth of con-
nections it involves, inconsistent scatters of the model would
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occur, which means that the same parameter would be placed
into different blocks by different workers. Thus, CREW has
to provide a splitting scheme in a network-aware way and
ensure that all workers in P adopt the consistent scheme. To
address this, CREW computes the model’s splitting plan upon
a global view of the involved connections’ available bandwidth
at the controller. Without loss of generality, consider that the
model is with the size of 1 unit, and let x; be the size of the
Jj-th partition Wij (1 < j < n) for the scatter. Then, we have
Z;’:lxi = 1; and the vector of © = (x,x2,---,x,) denotes
the weights used by scatter. For bulk transfers triggered by
large-size models, their completion times are dominated by
their volumes and available bandwidth. Accordingly, the time
costs of the weighted scatter and way-back multicast phases
specified in Figure 2, can be formulated by Equatlons (1a)

and (1b), respectlvely Here, T! uirer max;eN 5, and
J

. = ——— denote the minimum time that 1t takes
mutlicast mln,pr
for the worker i to complete its scatter and for the worker j
to complete its multicast, respectively.

Tscatter = maX Tseatter

X
‘= max max —— = max ———— (1a)
ieP jeN b;;  jeN minjep b; j
Tmulticast = r]neali'( TmulllC(lYZ
Xj
= max (1b)

JjeN miniep bj’i

Let Tcrew be the communication time under the schedule
of CREW and define T = Tgcarter + Tmuiticas:- Then, we
have Tcrgw 2 Tscarrer and TcREw 2 Tonuiricast» Which further
yield Tcrgw = %(Tscat,er + Toutricast) = % When the trained
model is large, by splitting the tensors into fine-grained chunks
for pipelined communication, the multicast procedure can be
partially overlapped with the scatter, thus Tcrgw < 7. Putting
the above analysis together, we obtain % < Tcrgw < T. Note
that, despite Tcrgw < T, in cases like b; ; = b;; for all
worker pairs, the optimal vector x for T also leads to the
optimal Tcrgw. Motivated by this, CREW solves the linear
programming (LP) of (2) to obtain the optimal weight vector

Algorithm 1 Split Model from Scratch

Require: scatter weights: (xp,- -, X,); chunk number: k

Ensure: model splitting scheme: (Cy,---,Cy)
Ly«—0;1<0
2: forie—1,---
3 yey+x
4 u—ysxk

5: Ci—{jeZ:1<j<u} »chunk indexes in block i

6

7

,n do

l—u
. end for

x, and uses it as a guideline for the optimization of Tcrgw-

Minimize Tscatter + Tnulticast
S. t. in =1, where x; >0 2)
i=1

Suppose that the model parameter has been serialized into
k chunks, indexed by 1,2,--- , k, respectively, where k > n;
let C; (i =1,---,n) be the sets of chunk indexes belonging to
the i-th block; and let the vector of C := (Cy,--- ,C,) denote
the related model splitting scheme. Then, the produce of how
the CREW controller generates a fresh model splitting scheme
to approximate the weights given by « = (xy,---,x,) is as
Algorithm 1 shows. As 3, x; = 1, all chunks will finally find
their blocks. Regarding the value of x, it is easy to obtain for a
given partial reduce task by solving the LP with commercial-
off-the-shelf solvers like Gurobi and Mosek.

2) From blocking to non-blocking: According to (2), to
obtain the best execution plan (i.e., scatter plan) for a partial
reduce task, the CREW controller has to know P, the exact set
of workers that participate in this round. In practice, workers
are not likely to complete a round of training at the same
time because of the phenomenon of stragglers [4, 7] For
this limit, the straightforward solution is to let each worker
start the scatter transmission only after it obtains the exact
partial reduce plan from the controller; before that, these WAN
connections can not be used for this task. We call such a design
blocking scatter. Recall that, in CREW, each partial reduce
would employ all available workers and their connections to
execute the involved operations; hence, the receivers of each
transfer involved in a partial reduce task are determined,
even when the P is not generated yet. Accordingly, once a
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Algorithm 2 Adjust Model Splitting (i.e., Rearrangement)

Require: new weights: (xy,--- ,x,); current (Cy,---,Cp)
Ensure: updated model splitting scheme: (Cy,---,Cy)
Lye—0;1«<0

2: L[] »record chunk indexes that should be moved
3: fori —0,---,n do

4: y—y+ux;

5: u—yxk

6: d; < |C;| — (u—1) » number of chunks to move out
7: [ —u

8: if d; > 0 then > should move out d; chunks
9: Move the d; largest indexes from C; to L

10: end if

11: end for

12: fori < 0,---,n do

13: if d; < 0 then > should move in —d; chunks
14: Move the —d; smallest indexes from L to C;

15: end if

16: end for

worker is ready, it can start its scatter transmission as both the
involved data and endpoints are available. We call this a non-
blocking scatter design, which yields possible improvements
upon the blocking scatter, by making more efficient use of all
the available bandwidth of WAN connections.

As the best scatter weights for a partial reduce task could
be determined only after all the involved workers belonging to
the same partial reduce group are determined, CREW uses the
design of pre-configuring workers with a default scatter plan,
such that workers can start non-blocking scatter transmissions
before the best scatter plan is available. In CREW, the
controller computes the default values of « and C' by assuming
P = N. When a worker is ready, it immediately starts the
scatter following the default C' and reports its readiness to
the CREW controller; once the controller determines the P
for this partial reduce task, it first computes the best scatter
weight = from P, then adjusts the current model splitting
scheme C' to generate the new splitting via Algorithm 2, and
finally notifies the P along with the new C' to all involved
workers. On obtaining P together with the new C, workers
adjust their scatter processes correspondingly: if a worker has
already received some chunks that are no longer belonging
to it, the worker will discard them. To reduce the number of
chunks that would get discarded, during the scatter, workers
send chunks in increasing order of their indexes; and when the
controller has to move some chunks out of a block, as Line 9
in Algorithm 2 shows, it prefers to move chunks in decreasing
order of their indexes as chunks with the higher indexes are
not transmitted yet.

3) Time complexity: Regarding the time complexity, both
the above algorithms are very efficient. In Algorithm 1, the
chunk indexes allocated to a block are exactly successive
thus constituting a segment. Accordingly, the worst-case time
complexity of Algorithm 1 is O(n), since we only need to
maintain the lower and upper bounds for each block. Here n
is the number of available workers. As for Algorithm 2, the
key is to 1) move each block’s excessive upper segment of

chunk indexes (if any) to L, then 2) empty L by moving these
involved chunk indexes back to proper blocks. It is obvious
that each chunk would be moved at most once during such
a process. Accordingly, the worst-case time complexity of
Algorithm 2 is O(k), where k is the total number of chunks.
Indeed, by also representing the moved segments of chunk
indexes using ranges, it is possible to improve further the time
complexity of Algorithm 2 to approximate O(n). To drive
Algorithms 1 and/or 2, CREW also needs to compute the
scatter weights a by solving LP (2). Currently, commercial-
off-the-shelf solvers like Gurobi are efficient in doing this in
polynomial time. As CREW supports non-blocking scatter,
such a time cost can be masked by the communication.

B. Failover Schemes

During the training, a CREW worker might lose its con-
nection(s) to the controller or other workers, because of the
outage of the network or servers. Such link and node outages
can be detected by the involved participating servers using
schemes like heartbeat and timeout [39]. The failure of a
server node results in the breakdown of all the involved active
connections. We assume that both endpoints of a connection
obtain a consistent view of the possible outage, and present
the design principles that CREW could use for these issues.

On the worker side, if a worker finds itself cannot talk to the
controller anymore, it then switches to the standalone training
mode without triggering new model synchronizations and tries
to recover the connections proactively. In the standalone mode,
the worker tries to complete the partial reduce tasks that it
already gets the corresponding Ps from the controller; but
for other incoming scatter transmissions, it would notify the
senders to reject, as it could not guarantee consistent partial
reduce operations due to the lack of P. For the aforementioned
ongoing partial reduce, if the worker finds its connections to
some other workers are broken, it would not try to fix the
impacted task(s) since the controller is unavailable. Once its
connection to the controller is recovered, the worker switches
back to normal mode.

When a worker (e.g., i) finds that its connection to another
worker (e.g., j) is (still) lost, it tries to recover, and inquires the
controller for a fixing plan after obtaining a P. If its connection
to the controller is lost as well and it happens to be an initiator
of a running partial reduce, it would directly abandon this task;
and to accelerate the process of failover, it would also notify
all other workers to abandon this task via active connections.
If the connection to the controller is fine and this worker i
does be an initiator for a running partial reduce task (i.e., it
belongs to a P), on getting its report, the controller would find
a new worker that has live connections to all workers in the
same P to take over the aggregator role of worker j. Let S be
the set of candidate workers that have available connections
to all workers in P, denote the total block volume that worker
i is scheduled to reduce by /;, and suppose that the j-th block
is with the size of £;. Then, the CREW controller would
pick the one with the minimum estimated workload computed
by Equation (3), as the replacement. In case the controller
cannot find a replacement, it notifies all the involved workers
to discard this round of partial reduce.
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On the controller side, when a worker is lost, the controller
would remove it from the queue that records these ready-
yet-unsynchronized workers if it is in, ensuring that this
worker would not be grouped into any incoming partial reduce
task (e.g., P). Besides, the controller would reconstruct the
abstracted network topology G, and notify all active workers
of the results, such that, workers would avoid using this
“offline” worker in their incoming scatters. On getting a report
of a broken connection, saying that worker i/ reports that
its connection to worker j is broken, as described above, if
the reporter worker i is an initiator, the controller will reply
with either the replacement of j it has found or an abandon
message. Note that, in case the controller has received multiple
reports of broken inter-worker connections, it would react in
the First-Come-First-Serve (FCFS) mode.

Regarding the failover of the CREW controller, since it can
be implemented in a stateless manner, once going down, the
backup CREW controller will take over the job gracefully
by re-obtaining the needed information from workers again.
During this handover, ready workers that have already received
their partial reduce execution plan(s) (e.g., P), would not get
impacted; and for those that have not determined the execution
plan(s), thanks to the non-blocking scatter design of CREW,
workers could conduct the scatter following the default scheme
until they obtain the optimized plan(s) from the new controller.
If worker failure also occurs at the same time, the remaining
workers could discard this round of partial reduce if they
have not received the failover scheme from the new controller
within a given time. Indeed, to make CREW self-healing
and able to recover from all possible uncovered corner cases,
workers would discard a running partial reduce task if it has
not been completed within a given time budget.

C. Flow Scheduling Principles

In CREW, multiple flows belonging to different partial
reduce tasks might use the same inter-cloud connections
at the same link, resulting in bandwidth competition. For
example, when a worker completes a task’s reduce compu-
tation, it would multicast back the result, occupying inter-
cloud connections. Very soon, this worker might complete
its local training in a short time, split its trained model into
blocks, and send one in that connection, too. Even worse,
the execution of the link failover scheme might make the
case more complicated. According to the per-flow max-min
fairness bandwidth allocation that the network provides by
default, these two transfers would share the inter-cloud link
capacities equally. This is not conducive to minimizing the
average completion time of the entire partial reduce tasks.

For such a scheduling problem, as concurrent partial reduce
tasks involve the same size of the model to synchronize and a
partial reduce task is started only when all their members are
ready, just like the schedule of coflow [40], a straightforward
design is to prioritize their transfers in an FCFS (First Come
First Serve) mode at the level of the task. However, we argue

that scheduling transfers with FCFS at the level of flow is
better for CREW. Consider that, two flows f; and f; belonging
to the i-th and j-th partial reduce tasks, respectively, are going
through the same link/path from worker s to worker d. Let us
assume that, the controller issues the j-th task before the i-th
one (i.e., i > j), while at the source sender f; is ready to start
before f;. Note that, in CREW, only initiator workers could
scatter and a worker can work as the initiator for only one task
at the same time, while multicasts are triggered by aggregators
and a worker can be the aggregator of multiple tasks at the
same time. Accordingly, there are only three possible cases
for the aforementioned concurrency examples: f; belongs to
scatter while f; belongs to multicast (C1); f; belongs to scatter
while f; belongs to multicast (C2); or both are multicast flows
(C3). To prioritize flows respecting the order of their partial
reduce tasks, the transmission of f; would be preempted, by
fj. This would 1) let the worker s act as a straggler for task
i (in the view of worker d) in the case of C1, or 2) prevent
worker d from moving to the next round of training because
the multicast is blocked in the case of C2. As for the case
of C3, f; and f; are equally important to worker d, only
after receiving both f; and f; can worker d enter into its next
round of training, no matter which type of scheduling CREW
uses. Motivated by these facts, workers in CREW schedule
concurrent transfers with FCES locally (i.e., flow-level). As
Section V will show, we verify and confirm the benefits of
such a design with simulations.

The above FCFS flow scheduling principle also makes the
performance of CREW insensitive to the delays introduced
by failover schemes. Specifically, the chunks of the scatter
operation for failover would only get sent on a connection after
all other scheduled chunks have been delivered. As a result,
before a link/node failure is detected and the failover plan takes
effect, active workers execute their planned transmission tasks
normally, without wasting bandwidth.

Modern cloud data centers generally provide guaranteed
performance, e.g., with service level agreement (SLA), for
deployed applications by design. Thus, the overload and effect
on and from the workflows of other applications running
on the same clouds (i.e., inter-application interference) can
generally be controlled to some extent, if unavoidable. Even
for the possible congestion on the inter-cloud connections,
CREW relies on existing transport protocols like TCP for the
underlying transmission of each flow [41]. These protocols are
equipped with advanced congestion control designs, enabling
CREW to react to possible network congestion and make us-
age of available remaining bandwidth adaptive. Recent studies
have reported that inter-cloud connections generally have very
stable capacities [41]. Even if the actually obtained bandwidth
does not match with what it is believed to have, as the result
of Section V-H has shown, CREW could still work properly.

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of CREW
under four different workloads, constructed by using real-
world WAN bandwidth distributions [42] and model training
time distributions [7]. Results imply that,
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1) By leveraging the entire network’s bandwidth, CREW
obtains up to dozens of times of performance improve-
ments compared to PS, Ring, TOPOADOPT, and BLINK
for the execution of a single partial reduce task, and up
to 10 — 15x and 4 — 5x speedups compared to the all-
to-all direct delivery scheme and original partial reduce
design, respectively, for the iterative training of models.

2) According to the experimental results of link bandwidth
allocation, we demonstrate that the flow scheduling
design of FCFS is simple-yet-efficient.

3) Meanwhile, CREW can cope well with network out-
ages; and due to its load balance design, CREW ef-
fectively alleviates performance degradation caused by
increasing communication traffic.

4) Moreover, we also conduct experiments in computation-
intensive and communication-intensive scenarios, the
results indicate that CREW still performs well.

A. Methodology

Baselines and evaluation tools. In tests, we mainly use the
following schemes that could achieve consistent partial reduce
operations for a given group of workers P, as the baselines to
study the performance of CREW:

« PS [17]: the worker having the largest (direct) average
bandwidth to all other workers is selected as the global
PS; if there are multiple candidates, the one with the
smallest average latency to others is preferred.

o Ring [31]: a ring is generated for P greedily—starting
from a random worker in P, then continuing to pick the
new worker in P, which has the largest bandwidth to the
last processed worker, until a ring is found.

« BLINK: following [43], multiple spanning trees are gen-
erated for P, and the workload of partial reduce is
distributed among five of them, by solving a mixed integer
linear programming (MILP) problem;

« ToA (TOPOADOPT): the spanning tree generation and
workload distribution algorithm, based on simulated an-
nealing and proposed by [44], is extended to support the
all reduce requirement of P, straightforwardly.

o A2A (All-to-All direct delivery): each worker in P directly
sends its model parameters to other p — 1 workers;

e OPR (Original Partial Reduce): workers in P split the
model parameters into p blocks and each worker in P is
responsible for aggregating one of the blocks. Indeed,
such a design can be treated as a distributed version
of the original parameter server based model synchro-
nization [17], in which each worker acts as a sharded
parameter server at the same time.

The difference between OPR and CREW is that the former
only employs p workers while the latter splits the model
parameters into n blocks and employs n workers. To evaluate
these schemes, we have developed a flow-level simulator with
Python 3, which would precisely simulate the aforementioned
synchronization under various execution schemes. We employ
Python-MIP to obtain the linear programming results of Equa-
tion (2), which are used for the network-aware model splitting

(i.e., Bandwidth-aware Block Generation) for both CREW
and OPR. By default, CREW conducts blocking scatter when
executing partial reduce tasks; we also investigate the benefits
of non-blocking scatter design in detail. Since today’s network
design adopts per-flow max-min fairness (i.e., FS) for the
allocation of bandwidth, we first compare the performance of
the three schemes under FS and flow-level FCFS bandwidth
allocation in a case study, and then give a further analysis of
FCFS in the subsequent experiments.' Finally, the impact of
inaccurate bandwidth estimation is also studied.

Network and workloads. We consider a Geo-DML environ-
ment involving n workers. Extensive tests indicate that CREW
could consistently outperform baselines under different system
scales. In the performance study of related works [2, 6, 9, 45,
46], the scale of Geo-DML tasks generally ranges from several
to tens, and to over a hundred. As case studies, following
them, we use 60, roughly their average value, as the default
value of n, to show results in this section. To simulate the real
network environment, the available bandwidths of inter-cloud
connections (i.e., b; ;) are sampled from the inter-datacenter
bandwidth measured from Amazon EC2 [42]. Meanwhile, we
also set up another bandwidth distribution for connections
between workers, which are calculated by k * u, where k
is an integer in the range of [1,10] sampled from N(5,1)
and u is the minimum bandwidth unit with the value of
25Mbps. The former network setting is labeled with N;, and
the latter is labeled with N,. Note that b; ; and b;; between
worker i and worker j may not be equal. Regarding the
model’s local training computation time, we consider both the
time distributions of training an LSTM model on UCF101
(denoted by Ti), and the time distributions of training a
Transformer model on WMT16 (denoted by 73), reported
by [7]. To highlight the comparison, we re-scale both dis-
tributions’ sample computation time values to the [0.05,0.2]s
range. In some instances, we also increase the computation
times by 2 — 6X to study the performance of CREW under
different training workloads. Here, the variation of training
time is used to simulate straggler workers in heterogeneous
environments. As we have two network settings N; and N,
by using different combinations of Nj, N», and 71 and 7>, we
consider 4 workloads in tests: (N1,T}), (N1,T2), (N2, T1), and
(N2,T»). Regarding the model size (which is related to the
traffic load in model synchronization), according to [47], we
consider the number of parameters of the model at the millions
level. So, we assume the model has a default size of 180MB.
In communication-intensive scenarios, we would increase the
model size by 2x, 4%, and 8x.

Metrics. In practice, the efficiency of distributed training is
jointly determined by two factors: 1) the number of training
rounds needed to meet the stopping conditions like reaching
a target accuracy, or a predefined number of training rounds,
and 2) the average time of conducting a round of training.
Generally, in the context of partial reduce enabled heteroge-

INote that, even for OPR, because of the asymmetric bandwidth of an inter-
worker connection, FCFS would take effects: the new broadcast transfer from
a worker might compete for a connection with slow ongoing scatter transfer.
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Fig. 3: When 8 workers jointly train MobileNet using partial
reduce, no matter whether the distribution of the MNIST
dataset is IID or non-IID, all workers take similar rounds of

synchronization to reach the targeted accuracy of 0.95.
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neous DML, workers dynamically form partial reduce groups
in a random manner. Reducing the time cost of each round
of partial reduce model synchronization under the same con-
sistent hyper-parameter settings (including using the same P
value) [4, 16], would not change the statistical characterization
of how workers form partial reduce groups, and thus does
not touch the convergence behaviors of the training (e.g., the
number of training rounds to reach the target accuracy). As an
empirical study, we have employed our resource-limited server
to emulate the case that 8 workers use partial reduce based
model synchronization to train the model of MobileNet [48]
over the dataset of MNIST. To highlight the impacts of
the efficiency of partial reduce on the convergence behavior
of workers, we artificially set the completion time of each
partial reduce task to t seconds, which is randomly selected
from the range of [0.8x,1.2x] with equal probability. Here,
x denotes the average time cost of partial reduce operations
and ranges from 0.5 to 4.0 in tests. Regarding the distributions
of the training samples, besides Independent and Identically
Distributed (IID), we also test the scenario that the training
dataset on workers is non-IID to emulate the case of federated
learning [49]. To reduce the impacts of noises introduced by
the randomness of the distributed training, for the same x and
p, we re-run the training 10 times to calculate their average
values. As the results in Figure 3 show, for both IID and
non-IID data, all workers require consistent rounds of partial
reduce operations to reach the same target model accuracy of
0.95. Given that CREW aims at accelerating the execution
of partial reduce tasks rather than reducing the number of
training rounds to converge, we evaluate its performance using
direct metrics from the perspective of communication. Thus,
for all comparative schemes in tests, besides the time cost of
executing a round of partial reduce, we also assess them by
the number of training rounds each worker could complete in
a fixed period of time (i.e., with the default value of 50s in our
tests)—a large value means a faster synchronization. For each
parameter setting, we conduct at least 10 trials and describe
their distributions or compute the average values.

B. Completion of Partial Reduce

As Figure 4 shows, across all workloads, compared with
all the baselines, CREW achieves the best performance in
terms of the time of completing a partial reduce task. Indeed,
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Fig. 4. Compared with PS, Ring, ToA, BLINK, and A2A,
both OPR and CREW need much less time (up to dozens)
to complete a round of partial reduce operation. Moreover,
beyond OPR, CREW accelerates the execution further, by
making use of all active workers along with their connections.
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even OPR, i.e., the variant of CREW that only distributes the
workload of a partial reduce task to its participants, can greatly
outperform other baselines including BLINK and TOPOAD-
OPT. Here, both OPR and CREW schedule concurrent flows
following the FCFES policy and distribute the workloads among
workers in a network-aware (N-A) manner. Such results imply
that, despite solutions built upon spanning tree packing (e.g.,
BLINK [43] and TOPOADOPT [44]) can make more efficient
usage of the abundant network connections than solutions
relying on a single PS or Ring in theory, their performances
highly depend on the abilities of the proposed algorithms—
the results of BLINK and TopoAdopt are far from optimal and
there is a large room for improvement. Actually, due to their
complex algorithm designs, both BLINK and TOPOADOPT
are time costly. In contrast, CREW is fast and achieves the
best completion time—it is specialized to conduct optimized
partial reduce operations over fully-connected workers and the
most complicated part is to solve a simple LP.

C. Training lterations

Next, we investigate the number of training iterations work-
ers would obtain for a period of 50s, under various partial
reduce implementation schemes. As the above results have
shown, OPR outperforms PS, Ring, BLINK, and TOPOAD-



Published in IEEE Transactions on Parallel and Distributed Systems (Volume: 35, Issue: 11, November 2024)

#N1TL;p=5

N-A : network-aware

E-D : evenly-divided

#N1T2;p=5

N-A : network-aware

E-D : evenly-divided

—— CREW

[==]

—— CREW

0]

—— OPR 8

— A2A — -

—— OPR
— A2A - o

N
=3
N
o

-
=)

Train Rounds
§
Train Rounds
S
|

- - e &
°

FS/ E-D E-D N-A N-A E-D E-D N-A N-A
FCFS FS FCFS FS FCFS FS FCFS FS FCFS

(a) Workload: (Ny, Ty), p =5

_ e - -

o
o

FS/ E-D E-D N-A N-A E-D E-D N-A N-A
FCFS FS FCFS FS FCFS FS FCFS FS FCFS

(b) Workload: (N, T»), p=5

#N2TLp=5 #N2T2;p=5
N-A : network-aware  E-D : evenly-divided N-A : network-aware  E-D : evenly-divided
—— CREW = —— CREW =
401 —— OPR % B 404 — OPR -
— A2A = — A2A % ‘%

N
o

Train Rounds
S

Train Rounds

- -
+ v e °

FS/ E-D E-D N-A N-A E-D E-D N-A N-A FS/ E-D E-D N-A N-A E-D E-D N-A N-A
FCFS FS FCFS FS FCFS FS FCFS FS FCFS FCFS FS FCFS FS FCFS FS FCFS FS FCFS

(c) Workload: (N,, T1), p =5 (d) Workload: (N, T5), p =5

#N1T1; p=10 #N1T2; p=10
N-A : network-aware  E-D : evenly-divided N-A : network-aware E-D : evenly-divided
-

- - - -

g — CREW T8 — CREW
201 — oPR €207 — orR s
- I -
§ A2A L 4+ - § A2A e
c 10 c 10
© ©
. - - - = - - B
= - = T
02 0Lz

FS/ E-D E-D N-A N-A E-D E-D N-A N-A
FCFS FS FCFS FS FCFS FS FCFS FS FCFS

(e) Workload: (Ny, Ty), p =10

#N2T1; p=10
N-A : network-aware  E-D : evenly-divided

FS/ E-D E-D N-A N-A E-D E-D N-A N-A
FCFS FS FCFS FS FCFS FS FCFS FS FCFS

(f) Workload: (N1, T»), p = 10

#N2T2;p=10
N-A : network-aware  E-D : evenly-divided

] — CREW =1 — CREW é
c 401 — om = € 40/ — opr

3 | — a2 & & 3 | — Az -

& =R e & &

£ £20

o - v = T o e e - =

= =

°
FS/ E-D E-D N-A N-A E-D E-D N-A N-A
FCFS FS FCFS FS FCFS FS FCFS FS FCFS

(g) Workload: (N,, Ty), p = 10

Fig. 5: CREW vs A2A vs OPR under 4 workloads when p =5
and 10, respectively. Note that, CREW uses n workers for each
partial reduce while OPR uses p workers. Results confirm
that, the novel designs of CREW enable it to outperform all
the other two baseline schemes significantly.
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OPT; thus, we use A2A and OPR as the baselines here. To
compare with network-aware model splitting and FCFS flow
scheduling, we also modify OPR and CREW to just evenly
split the model parameters into p and n blocks, and schedule
concurrent flows with FS. As a result, for each of them, we
have 4 variants: (E-D, FS), (N-A, FS), (E-D, FCFES), (N-A,
FS). But for A2A, there is no difference between FS and FCFS
scheduling since it would not encounter flow contentions. As
shown in Figure 5, where p is set to 5 and 10 for the first
four figures and the last four figures, respectively, CREW
can always significantly speed up the model synchronization
process regardless of workload, and complete more model
training rounds during the same time. Compared with A2A
and OPR, when p is 5, CREW achieves up to 12 — 15X and
8 — 9x speedup, respectively. And when p is 10, CREW can
be at most 12 — 15% and 4 — 5x faster than the other two
communication schemes. This is mainly due to that CREW
divides the model into n parts and leverages the entire network
to help the transmission of model parameters during model
synchronization. We can see that the gap between CREW and
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Fig. 6: Compared with blocking scatter, the design of non-
blocking scatter always brings performance improvements (up
to 1.2x speedup) to CREW in tests.

OPR is getting smaller as p goes up. This is because, with the
increase of p, OPR can split the model parameters into more
blocks and employ more workers for model synchronization.
Once the value of p increases to n, the results of OPR
would be completely equivalent to that of CREW. In CREW,
network-aware model splitting and flow-level FCFS design
can always efficiently increase the train rounds compared to
evenly-divided and FS. When both apply network-aware model
splitting and flow-level FCFS in CREW, it is about 1.5 — 2x
faster than default evenly-divided and FS.

D. Benefits of Non-blocking Scatter

As mentioned in §IV-A2, the non-blocking scatter design
can further improve the bandwidth utilization of CREW.
Now, we verify this with experiments. As shown in Figure 6,
regardless of the workload, the non-blocking scatter design
always brings some performance improvements, completing
more training rounds in a fixed period of time, and achieving
up to 1.2x speedup compared to blocking scatter. However, in
a few scenarios, the performance gain is slight, which is related
to the network configuration, straggler distribution, and the
value of p. Since the performance of the non-blocking scatter
design is highly dependent on the workload and network
environments, by default, CREW uses the blocking scatter
implementation in other experiments.

E. Impact of Flow Scheduling Scheme

In §IV-C, we have discussed the possible scenarios of
concurrent flows in a link, and we indicate that because
of the importance of each task self, the flow that occurs
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Fig. 7: The performance of CREW when different flow
scheduling schemes are used and the network-aware model
splitting design is enabled. Results confirm that, for the flow
scheduling problem CREW involves, flow-level FCFS (FL) is
good enough, outperforming FS, task-level FCFS (TL), and
the traffic type based prioritized scheme of C1 and C2.

first in a link should not be preempted by the flow that
occurs later, otherwise, it may cause stragglers in C1 case
or prevent receiving workers from turning to the next training
round in C2 case (i.e., task-level FCFS, or TL for short).
And we argue that the flow-level FCFS principle (or FL for
short) for bandwidth allocation can achieve the optimization
of training QoS. To verify this idea, we carry out experiments
to simulate the scenarios of C1 and C2, respectively. In C1,
we just simulate a flow belonging to multicast preempts a flow
belonging to scatter, which is opposite in C2. Besides, we also
compare the task-level FCFS design where the bandwidth is
preferentially allocated to the flow with a smaller pid value,
where pid is the index (with an increasing value) given by the
controller, identifying which partial reduce task this transfer
(flow) belongs to, which means that flows generated by earlier
partial reduce tasks obtain bandwidth preferentially.

Here, we present the comparison results under 5 flow
scheduling schemes and evaluate them by the number of
training rounds completed at the same time. As shown in
Figure 7, the performance of CREW degrades significantly
when bandwidth preemption occurs, especially when a flow
belonging to multicast preempts the bandwidth of a flow
belonging to scatter (i.e., C1). For simplicity, let’s express this
as a multicast flow preempts a scatter flow. This situation gets
so bad because the receiving worker (i.e., destination worker
d in §IV-C) must collect all p scatter flows from the workers
in P and can it operate reduce computation (i.e., aggregation)
for a block of model parameters. If one of the scatter flows is
delayed to delivery, then the p workers in P would get stuck
waiting for the aggregation result of the block corresponding
to that scatter flow. Instead, in C2, when a multicast flow is
preempted by a scatter flow, it only prevents the receiving
worker from getting the aggregation result, the other p — 1
workers in P can still get the aggregation result on time, having
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(c) Workload: (N, T1) (d) Workload: (N, T»)

Fig. 8: The performance of CREW under different degrees of
network faults while the network-aware model splitting design
is always enabled. Results show that CREW is able to deal
with possible network outages properly and CREW’s scheme
of bandwidth-aware load balancing scheme can largely reduce
the impacts of network outages.

relatively less effect on performance. Regardless, preemption
always slows down model synchronization in various degrees.
Meanwhile, we observe that the performance of the task-level
FCFS and preemption of C1 is very close. This is because, in
C1, the multicast flow that preempts the scatter flow usually
has a smaller pid, making its effect approximately equivalent
to task-level FCFS. Besides, according to the comparison
between flow-level FCES and FS, we can infer that concurrent
flows in a link should also not share the bandwidth of the
link, as this is not conducive to minimizing the average
completion time. Comparing the results of flow-level FCFS
and task-level FCFS, it is found that flow-level FCFS is more
practical. Moreover, in all transfer scheduling scenarios, with
the increase of p, the number of training rounds that workers
can complete decreases. This is because the larger p is, the
effectiveness of partial reduce to tolerate stragglers will be
weakened, and the training speed would slow down, which is
consistent with prior work [4].

FE Impact of Network Outage

Since connection failures are common in WAN scenarios,
we have designed failover schemes to cope with possible
network faults in §IV-B. To prove the effectiveness of our
scheme, we have evaluated the performance of CREW under
different degrees of network faults. By changing the number of
faulty links, we can simulate the different degrees of network
faults. As shown in Figure 8, at the beginning of the link
failure, the performance of CREW decreases significantly, but
with the deepening of the network fault degree (more faulty
links appear), the performance of CREW decreases very little.
This is mainly because we realize the data re-transmission
of faulty links based on a load balancing fashion, avoiding
using those links that are sending or will send heavy traffic.
Even if there are more faulty links, the traffic that needs to be
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Fig. 9: The performance of CREW under different de-
grees of training computation times. Results indicate that,
for computation-intensive DML, the room for communication
optimization is limited and the performance of CREW is
related to internal characteristics of the workload.
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Fig. 10: The performance of CREW under different model
sizes. Results imply that, thanks to its novel designs, CREW
could reduce the bottleneck impacts of model synchronization
for communication-intensive DML significantly.

2 4 6 8

re-transmitted would be evenly distributed among free links
across the entire network, with little performance degradation.
We also find that CREW is more susceptible to network faults
when p is getting larger, because the larger the p is, the more
workers will be involved in model synchronization, increasing
the re-transmission traffic.

G. Impact of DML Task Type

To test the performance of CREW under computation-
intensive machine learning models, we prolonged the time
distribution of 7> numerically by 2x, 3x, 4%, 5%, and 6X,
respectively. In these tests, the training is terminated once
the simulation time reaches 100s. As shown in Figure 9,
for both p 10 and p 12, the train rounds decrease
almost linearly with the increase of training time under the
bandwidth distribution of Nj; for both p = 4 and p = 5,
their declines becomes slightly moderate. This is reasonable:
with the increase in computation time, the bottleneck of the
distributed training shifts from communication to computation;
the time cost of training computation would dominate the
entire training thus the room for communication optimization
that CREW could make use of, is limited in these cases.
Compared with the results on N;, CREW shows a slightly
better tolerance on slow down when network distribution
follows N,. And again, different from the results on Nj, the
alleviation on N, is more obvious with a large p. Such results
imply that the speedups that CREW could achieve are also
determined by the internal characteristics of the workload.

To test the performance of CREW under communication-
intensive machine learning models, we now increase the

12

Noise in Estimated Bandwidth
(a) Workload: (N,,T»)

Noise in Estimated Bandwidth
(b) Workload: (N;,T3)

Fig. 11: With the level of noise in the estimated bandwidth
increasing, the completion of partial reduce tasks under the
schedule of CREW (N-A) is slowed down slowly. In contrast,
CREW (E-D) is agnostic to the network bandwidth, yielding
a promising solution for unstable network environments.

default model size by 2%, 4%, and 8X, respectively, and test it
with four workloads. Like the study of computation-intensive
workloads, we also terminate the training once the simulation
time reaches 100s. As shown in Figure 10, compared with
computation-intensive scenarios where CREW yields little
gain, the outperforming of CREW in communication-intensive
scenarios is pretty obvious (the results of (N, 7>), and (N, T5)
are quite similar thus omitted). The number of train rounds
does not decrease linearly with the increase in the model size.
CREW effectively alleviates performance degradation under
all workloads, which verifies that the design of CREW can
effectively utilize the bandwidth in the network to accelerate
model synchronization.

H. Impact of Inaccurate Bandwidth Estimation

Last but not least, given that in some cases, the available
bandwidth of WAN connections might not be perfectly esti-
mated or controlled, we now study the impacts of noise in es-
timated inter-worker connection capacities on the performance
of CREW. To do so, we suppose that the actual capacity of
a directed link is b and the estimated value that CREW uses
to make decisions is b(1 + x). Here, x is a random variable
following the uniform distribution of [-A4, 1], and the value of
A is increased from 0.1 to 0.5. Despite the completion speed
of partially reduce tasks and the impacts of noise partially
depending on the type of workload, consistent phenomenons
are observed. As the case of workload (N,,T3) in Figure 11
shows, the performance of CREW (E-D) is not impacted by
the noise, since it distributes the workload to workers agnostic
to the network bandwidth; in contrast, with the level of noise
increasing, the completion of partial reduce tasks under the
schedule of CREW (N-A) is slowed down slowly; and as
expected, it might be even worse than that of CREW(E-D) for
some workloads when the noise is significant (not shown here).
Thus, for very unstable network environments, we argue that
distributing the workload uniformly is a promising solution.

VI. RELATED WORK

In Section II, we have briefly overviewed the development
of Geo-DML and analyzed other partial reduce schemes in
detail. Now, we have a broader discussion on other straggler-
resilient techniques and communication optimization designs.
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A. Straggler-Resilient Techniques

Recent works have shown that straggler workers are hard
or even impossible to avoid in real-world distributed training,
due to the ubiquitous heterogeneities stemming from various
aspects like multifarious computation capacities, imbalanced
training workloads, and unpredictable resource contention in
shared environments [4, 7, 45, 50]. The work of DLion [45]
showcases that, for the effects of heterogeneous computation
capacities, by dynamically adjusting the batch size settings for
workers accordingly, it might be possible to trim their com-
pletion times for a round of local training, yielding benefits to
data parallelism [45]. However, in some cases, the training
dataset samples themselves (e.g., videos, sentences) might
have various sizes or lengths, making the training workloads
imbalanced and unstable [7]; also, the computation capacities
of workers might be unstable because of resource contention
(e.g., in shared cloud environments) [7].

To be straggler-resilient, besides partial reduce, there are
several alternative designs [18, 51]. For example, based on
the parameter server framework [17], the work of [52] treats
these straggler workers as backup and computes the new
global model parameters only based on the results of the first
k completed workers, where the value of k can be tuned
dynamically. Differently, schemes based on Asynchronous
Parallel (ASP) [53] address the issue by removing the barrier
between each round of local training. However, as the global
model on the parameter server might be aggregated from
arbitrarily stale models that introduce non-trivial noises/errors
to the training, ASP might make the distributed training non-
convergent [51]. To overcome this issue, the scheme of Stale
(-aware) Synchronous Parallel has been proposed, which lets
fast training workers wait for slow workers, provided the
gap between their training rounds exceeds the pre-defined or
dynamic-tuned threshold [18, 51]. Similar to SSP, to bound the
effects of stale updates in the context of cross-device federated
learning, given that there are a large number of heterogeneous
and unstable participating workers, instead of blocking the
faster workers, solutions like FedSA [54] exclude results that
are too stale. Distinguished from the above schemes and
following [4], CREW tames the effects of stragglers by only
conducting model synchronization for ready workers without
relying on centralized parameter servers.

B. Communication Optimization Strategies

Roughly, the principles of alleviating the bottleneck effects
of communication for DML can be classified into three or-
thogonal types: 1) reducing the traffic volume or communica-
tion frequency, 2) masking the communication with training
computation using parallelization/pipelining, and 3) making
efficient usage of all available network capacities.

Currently, gradient quantization, sparsification (e.g., Top-
k, random-k), and low-rank decomposition (or sufficient fac-
tors) [5, 55] are popular schemes that could significantly
reduce traffic volumes. As lossy compression schemes, they
generally work with error-feedback (EF) remediation designs.
Indeed, some existing partial reduce designs like [5, 6, 22]
can cut down the traffic load as well. Moreover, from another

13

view, at a high level, by using partial reduce or EF-enabled
sparsification, the model gradients or parameters are finally
synchronized in lower frequencies. Besides these schemes, in-
network cache/aggregation is another promising solution to
reduce the traffic volume, for both intra-datacenter distributed
training and federated learning [20, 56]. As the second type
of solution, given that deep neural networks are generally
trained layer-by-layer, a genetic design for the optimization
of communication is to mask the transmission with compu-
tation via pipeline. For example, workers can 1) split their
gradient/parameter tensors into partitions, such that parts of the
communication can overlap with computation, and at the same
time, 2) rearrange the involved transmissions respecting the
orders in which these partitions would be used in the forward
process so that the overlapping can be further improved [57].
Different from the above schemes, the third type of solution
aims at making efficient use of heterogeneous inter-worker
connections by 1) executing collective operations (e.g., AllRe-
duce) in a bandwidth- and topology- aware manner (e.g., via
multiple spanning trees [43, 44]), or 2) adjusting the inter-
worker network topology or/and link capacities respecting
their traffic patterns, if supported [58].

At the high level, from the view of the aggregator role of
each worker, CREW can be treated as sharing a similar idea of
finding multiple spanning trees for AllReduce operations. Nev-
ertheless, compared with BLINK [43] and TOPOADOPT [44],
CREW is more effective and powerful with an elegant design
that supports both non-blocking transmission and fast failover.
Besides, enhancing the performance of CREW with other
orthogonal techniques like lossy data compression [55] and
communication-computation overlapping [22], is promising
and interesting. We left them as future directions.

VII. CONCLUSION

In this paper, we presented CREW, an efficient partial
reduce implementation design for cross-cloud Geo-DML train-
ing. By balancing the involved communication and reduce
operations among all available workers respecting the state
of inter-cloud connections, and conducting FCFS-alike flow
scheduling, CREW could make effective usage of the avail-
able inter-cloud network to achieve efficient partial reduce.
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